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ABSTRACT 

 

Conjugate gradient method is an important technique for solving unconstrained optimization 

problems. In this paper, we modified the conjugate gradient method by introducing some 

parameters to the value of conjugate gradient coefficient (𝛽𝑖) in the descent direction. The 

modified conjugate gradient algorithm was then applied to solve some nonlinear unconstrained 

optimization problems after establishing the convergence criteria. The results obtained 

compares favourably with existing results. 
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