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ABSTRACT 

 

In this paper we present two examples of what is typically referred to as Chi-Squared 

Goodness of fit test. The first example is multinormial parametric distribution, while the 

second is Kruskall Wallis Pearson nonparametric statistics by ranking. We show that both 

distributions have Chi-Squared distributions with k-r degree of freedom.  
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INTRODUCTION 

 

Since most of the standard statistical techniques are based on the assumption of normality, 

the methods for judging the normality of a set of data are of importance. To this end we 

usually apply the method called the Chi-Squared goodness of fit test. We test the hypothesis 

0H : the data comes from normal distribution versus aH  the data does not come from 

normal distribution. We proceed the following steps to complete this test. Step 1 : we 

grouped the data into classes to form  a frequency distribution and calculated the sample 

mean , x , and standard deviation, s . Step 2 : from these quantities, a normal distribution is 

fitted and the expected frequencies in each class are obtained. Let us use if  to denote the 

observed frequencies and iE  the expected frequencies. Step 3: for each class, we compute 

and record the quantity ectedexp/)ectedexpobs(E/)Ef( 2
i

2
ii  . Step 4: the 

final test criterion is 
2

)rk(i
2

ii ~E/)Ef(    summed over all the classes. It has shown 

that this test statistics has a 
2

)rk(   distribution with  (k-r) degree of freedom, where k is the 

number of classes used in computing 
2

)rk(   and r is the number of parameters that have 

been replaced by sample estimates. If the data actually come from a normal distribution, this 

quantity approximately follows the theoretical 
2

)rk(   distribution with (k-r) degree freedom. 

If the data came from some other distribution, the observed if  will tend to agree poorly with  

  the values of iE  that are expected on the assumption of normality and computed 
2

)rk( 

becomes large. Consequently, large values of 
2

)rk(  cause us to reject the hypothesis of 

normality. The book of Snedeco G.W. Cochran W.G.[1] is the best source related to this 

topic. 
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Multinomial Distribution Parametric Application 

 

Let ip  denote Pr[an object falling into cell i] such that 1p....p k1   

ix  denote the number of object out of n, observed in cell i, such that 

.nx  ......x ki   then  

i all .for0,1,2..... xwhere       ......ppp
!!...xx!x

! n
).....xf(x i

x
k

x
2

x
1

k21
k1

k21 

 

Then  p-np)x,Cov(x    ),p-(1np)Var(x    ,np)x(E jijiiiiii    

Then the variance covariance matrix of is    say ,x   
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Then   is singular with rank deficiency 1. 
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  Finally, we can rename 



International Journal of Academic Research and Reflection Vol. 4, No. 2, 2016 
             ISSN 2309-0405 

Progressive Academic Publishing, UK Page 54  www.idpublications.org 

    
2

)1k(

i

2
ii

i

2
ii

iiii

E

)EO(

np

)npx(
q   then

number) (expected Enp  and  ; o:x












  

This result shows that q has Chi-Square distribution with k-1 degree of freedom.  

 

Kruskal Wallis Pearson Statistics  

 

Observations are available as rank only. iR  is the sum of the rank in group i (i=1,2,…k).  
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We want to find the standard quadratic form associated with k21 R,...R,R  

(in the central limit theorem sense) This quadratic form will have 
2  distribution with (k-1) 

degree of freedom. Let there be in  observations in group i. Let ijx  denote the rank 

associated with the jth observation in group i. If there is no difference between group mean 

then 
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The above result has demonstrated that Q has Chi-Square distribution with k-1 degree of 

freedom. 

 

CONCLUSION  

 

We have presented two examples that related to Chi-Squared distribution. Both examples are 

commonly used in elementary statistics. In Kendall M. and Stuart A. book[2] there are more 

related theory and application in multinomial distribution. In Lehmann E.L. and D’Abrera 

H.J.M. book [3] there are the richest source of theory and applications of nonparametric 

statistics. 
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